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Introduction
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Related Work

31. Introduction

Zero Trust, Pseudonymisation, Data Minimisation widely recognised as foundational principles
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A Glimpse at SCAR4SUD
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Objectives:

1 - Integrating multi-layered security and 
privacy engineering practices

2 - Defending by multi-layer measures, 
including hardware, software, and 
communication protocols

3 - Securing and protecting personal data 
in automotive

4 - Integrating multi-disciplinary 
approaches towards security and privacy



Gap and Contributions
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Traditional threat modelling is often manual and time-consuming

Regulatory demands are increasing, especially for modern systems (e.g., automotive)

Our work:

Takes a multi-level Human Artificial Intelligence (HAI) approach through four phases

Ensures coverage of both security and privacy threats and their mitigation
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Methodology in a Nutshell
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Our methodology is multi-level because it involves a few levels of refinement of the target 
outputs sequentially

This implies Human-Artificial Intelligence loop in each phase

Each of the phases is executed using different instantiations of this multi-level strategy
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Target System Modelling
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The input is a structured technical document describing the SCAR4SUD architecture

(L1: AI) LLM parses the document and extracts diagrams in textual form

(L2: Human) Expert validation and refinement of the diagrams

The output is a ground-truth system representation
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1. Introduction
2. Methodology → Asset and Threat Elicitation
3. Partial Validation
4. Conclusions

11HAI Threat Modelling in Automotive M. Raciti – IOLTS 2025



Asset Identification
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We operate in a three-level style due to the need for semantic grounding

(L1: AI) LLM generates the initial asset lists at an abstract level

(L2: Human) Experts identify semantic relations for refinement

(L3: AI) LLM few-shot prompting to regenerate enhanced results

Reflects an iterative abstraction-specialisation loop, guided by taxonomic knowledge and 
controlled prompting
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Threat Elicitation

162. Methodology

Threats are generated using a similar approach

(L1: Human) Experts apply STRIDE and LINDDUN to the initial asset lists

(L2: Human) Experts apply STRIDE and LINDDUN to the specific assets

(L3: AI) LLM generates a list of concrete instantiations of the threats
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Mitigation Plan
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The mitigation plan is obtained in a two-level fashion

(L1: AI) LLM explores candidate mitigations with ISO/IEC 27002 | GDPR knowledge base

(L2: Human) Experts refine the pairs threats-mitigations on system context and risk 
prioritisation

The output is a set of aligned mitigations covering both security and privacy threats
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Zoom in on Augmented Mitigation Plan
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Verticalise Zero Trust (ZT), Pseudonymisation (PS), Data Minimisation (DM) to automotive

These principles are mapped over the previous mitigation plan

We proceed in a two-level fashion also in this case

(L1: Human) Experts assess and map ZT/PS/DM to the controls from relevant standards

(L2: AI) LLM confirms or perfects the mapping
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Zero Trust in Automotive
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NIST SP 800-207 meets vehicle as mobile digital platform

Interior: CAN / CAN FD, TSN Ethernet, ECUs

Exterior: OTA servers, mobile apps, V2X infrastructure

Core Roles (verticalised):

PEP (vehicular gateway) enforces access rules on CAN / Ethernet

PDP (cloud) validates OTA updates, remote commands, data‐access requests

PAP / Policy Engine orchestrate dynamic policies (e.g., driver identity, geolocation, SW version)
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“Trust no bus, ECU or external endpoint”



Pseudonymisation in Automotive
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Asset-threat examples:

VIN → fleet analytics; Driver ID → shared‐mobility logs; GPS → route profiling

Counter — ensures internal traceability without external linkage

RNG — can be used for synthetic datasets or simulation

Cryptographic hash — can provide a fixed-length, irreversible pseudonym

MAC — allows only authorised parties to derive or validate the pseudonym

Encryption — suitable for reversible pseudonymisation where re-identification is required
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Data Minimisation in Automotive
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Recognise data sources: identify which sensor/ECU streams are essential; discard 
non-critical data upstream

Apply selection and filtering logic: use local filtering, anonymisation, aggregation or deletion 
before telematics or app upload

Design data-aware architectures: ensure ECUs transmit only on-demand (e.g., throttle 
position sent only on diagnostic/error)

Separate technical data from personal information: send content metadata (e.g., media 
type) without user identity unless strictly required and consented

Handle GPS tracking with care: reduce transmission frequency or share derived context 
(e.g., “congested area”) instead of raw coordinates
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Augmented Mitigation Plan Results
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Takeaways

+ PS/DM selectively reinforce privacy controls

+ HAI loop improves both coverage and expert trust threats 
and their composition

- ZT is broadly applicable but not universal
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Conclusions

304. Conclusions

We presented a primer on the SCAR4SUD Framework for security and privacy in the 
automotive domain

It supports security-and-privacy aware automotive architectures rooted in risk assessment 
with a multi-level HAI methodology

Future work:

- Model assurance, explainability

- Adversarial robustness of the AI components
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